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A FREQUENTLY used procedure in epide-
miology and other disciplines involves the

comparison of disease rates in two populations,
communities, or groups. While epidemiologists
desire, of course, to know the true population
rates, they must, of necessity, be content with
observed rates, often derived from samples of
the populations. These observed rates may dif-
fer from the true rates of the samples as a re-
sult of error introduced by misclassification
according to disease status. In other words, some
persons with the disease will be erroneously
classified by the study procedure as being with-
out the disease and some persons without the
disease will be classified, in error, as having the
disease. As well described by Rubin and co-
workers (1), the apparent difference in sample
rates is related to the true difference in sample
rates by the formula

(P'1-P'2) = (P1-P2) (1-q-0) [1]
where:

P1 is the true rate for the sample of popu-
lation 1,

P2 is the true rate for the sample of popu-
lation 2,
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P'1 is the apparent rate for the sample of
population 1,

P'2 is the apparent rate for the sample of
population 2,

b is the proportion of persons in the sam-
ple with the disease erroneously clas-
sified as without disease,

0 is the proportion of persons in the
sample without the disease errone-
ously classified as with disease.

Unmodified use of formula 1 is based on two
assumptions: (a) the "O error" is of the same
magnitude for both samples and, likewise, the
"0 error" is the same for both samples and (b)
there is no error in assigning a person to the
correct population. The relationship just de-
scribed may be of aid in considering, for ex-
ample, a comparison of prevalence rates in New
York and Chicago.

If the samples are "properly" drawn from
the relevant populations, certain statistical
procedures can be applied, and it is likely that
probability statements would be made. For
instance, a test of significance might be per-
formed on the contrast (P'-Pg). Unless the
investigator takes into account the misclassi-
fication errors, he will probably assume that
(P -P') is identical with (P1-P2) in perform-
ing the tests. It is obvious that a "significant"
result derived employing (P'-P,) implies that
a "significant" result would have been derived
had (P1-P2) been used since IP,-P'L cannot
be larger than P -P21 asI1--I<1.
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On the other hand, it is clear that unless q5
and 0 are both 0, the power of a test using
(P'-Pg) would be less than that of a test using
(P1-P2) if the sample sizes, and so forth, were
held fixed. Tables have been constructed (1)
to assist in selecting a multiplier of sample size
to be used to compensate for the decreased
power. In other words, a certain sample size,
n, used with the contrast (Pi-P2) would yield,
if one assumes a certain type I error prob-
ability, and so forth, a given power at certain
alternatives. The table provides a factor which
is a function of 6 and q5 and which is multiplied
by n to derive another sample size which would
yield the same power if (P'-P') were used, as
it often must be.

In ithis paper, we will consider error not only
in assigning a person according to the presence
of disease but also error in assigning a person to
one population or another. This possibility has
not been elaborated previously. The two popu-
lations may be considered as being persons with
and without some factor (for example, smokers
and nonsmokers) or persons with and without
some other disease (for example, diabetics and
nondiabetics). Thus, we might want to compare
coronary disease rates among smokers and non-
smokers or among diabetics and nondiabetics.
There can be error not only in classifying sub-
jects according to presence of coronary disease
but also in classifying subjects according to
presence of the factor; that is, a smoker may be
classified in error as a nonsmoker and vice versa.

Before considering the formulation of this
more complex situation, certain definitions need
to be specified.
N= total sample.
P= true overall prevalence rate of the disease

in the sample.
P1 true prevalence rate of disease among

those in the sample with the factor.
P2 true prevalence rate of disease among those

in the sample without the factor.
II1true proportion of the sample with the

factor.
a=probability that a person with disease will

be classified as without disease.
,B probability that a person without disease

will be classified as having the disease.
'y probability that a person with the factor

will be classified as without the factor.

a=probability that a person without the
factor will be classified as having the factor.

P= apparent sample prevalence rate of the
disease among those classified with the
factor (that is, observed prevalence rate
as influenced by the misclassification
errors).

P2= apparent sample prevalence rate of the
disease among those classified without the
factor.

These definitions are subject to the following
assumptions.

1. The probability of misclassification ac-
cording to disease is independent of the prob-
ability of misclassification according to the
factor (that is, the probability of being mis-
classified according to presence of the disease
is the same for both the group with the factor
and the group without the factor, and so forth).

2. Exclude (y=O, 8=1) and ('y=l, 8=0).
These combinations of y and 8 would be vacuous
with reference to the problem since everybody
would be classified as with factor in the first
instance and everybody would be classified as
without factor in the second instance. In either
instance there would be no comparison to be
made.

3. Exclude 11=0 or 1. At those values there
would be no true comparison since either no-
body would have the factor or everybody would.
Following is a descriptive table of the sample

if one assumes there were no misclassification
errors.
Status Factor

present
Factor
absent

Total

Disease
present Pil[N P2(1- 1)N PN

Disease
absent---(1-P1)TEIN (1-P2) (1- 1)N (1-P)N

Total- HN (1-II)N N

The corresponding table allows for the various
misclassification errors.
Status

Disease present
Disease absent

Total-

Factor
present

a
d

9

Factor
absent

b
e

h

Total

c

f
i

where:

a=-P1[N-[a(l -y)PuIIN+y(l-a)P,HN
+a,yP1IrN]+ Wl( -,) (1 -Pi)IN+
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+6(1 a)P2(1 -H)N
+O6(1 P2) (1 IJ)N],

g=HN-yHN+6(1 -)N,
b=P2(1 -H)N- [6(1-a)P2(l-H)N

+ a(1- 8)P2(1- H)N+baP2(1- H)N]
+L[y(1 a)P,HN+1(l -) (1 P2) (1-1H)N
+O3y(1 -P1) HN,

h= (1 -H)N- (1- -)N+-yHN.
Similar constructions could be formuilated for
c, d, e, f, and j but these quantities are not
necessary in the sequel.

abNOw, Pt--- and P2 Therefore, (Pt-PI)

_g[ h_b] _[yha _]A not minor exercise in ele-

mentary algebra reveals the following equation:

(PI P)2
(P -P2)H(1-I11) (1 -a- ) (1 -y-)
[S+HI(1-y-8)][1 -{ 8+H(l-,y-a) }]

Equation 2 can be written in the form

(P-I)= (P1-P2)R.

factors are squared. The numerator is always <0
since 12> 0, (1 y_-)2 > 0, and [6(1-8)] >0,
and the two terms cannot vanish simuitane-

ously because of assumption 2. Thus,
DA

is always

negative.
Now, to perform a similar procedure with

respect to 6, first define I' = 1-II. Substi-
tuting (1 - I') tor each II in A, we find that

A -,
[y+H'(l-y-8)][1 -{.+H'(1-'y-a) }]

[7]

which is of exactly the same form as the original
A except that y and 6 are interchanged and H is
replaced by H' which is a constant in differ-
entiations with respect to -y and 8.
It is now clear that

6A- - (II1)2(1 -y- )2-y(1 -y)
ob [,Y+Il(l-,y-b)]2[1-{y+jj,(J- y-6) }]'[2]

[8]

which is always negative by an argument similar
[3] to that employed regarding equation 6.

It remains to investigate the behavior of the
quantity R. In the simple eqtuation 1 described
at the beginninig of the paper, that is, no mis-
classification on the basis of the factor,
R==(1-O-¢), and it is clear that JRJ<1. It
would be useful to know that R in the more
complex equation 2 behaves similarly. Such can
be shown to be true.

In accordance with equations 2 and 3 denote

R-IT(1-II)(1-a-3)A, [4]

where:

A[6+1(1 --8)][l- { 8+I1(1 -y-) []

It can be shown that

bA _12(I186)2-5(1 6)
Cy[_+11(l-8)1[l-{8+11(1- ea) }]2

[6]

The denominator is always positive because of
assumption 2 and the fact that both major

Since 6A and M are negative, A;is a mono-

tonically decreasing function of y for fixed a and
II and of a for fixedy and HI (that is,A decreases
as -y or a or both increase). Thus, for any fixed
H, A has its maximum at y=0, 8=0 and its
minimum at y=l, 8=1.
Let us consider a fixed 11, II111,. We know

from the preceding discussion that the maxi-
mum A will occur at y=6=O. At this point
A= /[Ho (1-Ho)],bydirect substitution. Define

B= H (1-H)A. [9]

Then at II1=Ho, -y=-=0, B=1, and R-
(1 a-a-). Since A is minimum where y= a1,
substitution of those values in the formulas
yields A--1J/[10 (1- 11) ], B -1, and R=
-(1-a-f3). Thus, the maximum value of B
occurs at ay6-0 and the minimum value of
B occurs at y== 1; further, the maximum and
minimum values of B are independent of 11
since the results were developed for any II1 1o.

Since Bj <1 and since it is obvious that
I(1-a-f)1<1, IRl<1orRrangesfrom-1to+1.
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A couple of characteristics of R are worthy
of special note, aside from the fact that it is
always between -1 and + 1. First, it is apparent
that if a, A, -y, and 6 are all less than 0.5 (a not
unreasonable assumption since classification
would indeed be poorly done if errors were more
frequent than correct assignments), then R is
positive. In this situation (P'-P') may be
smaller than (P1-P2), but the difference will
be in the same direction, that is, (P'-P') and
(P1 P2) wil be of the same sign. Thus, if
P2 > P1, then P' > P' and vice versa. This
may well offer some comfort as may the obser-
vation that the assumption on (a, 13, y, 6) is
sufficient but not necessary.

In the simple case of misclassification de-
scribed in previous papers, it was assumed that
there were no errors in classifying according to
factor or population. In terms of the new
formula, this assumption is equivalent to
-=6=0. If 7=6=0 in R, R=(1-a-1) no

matter what 11 is. This is exactly what has
already been shown to be the correct formula
in the simple case. Thus, the general case of
equation 2 reduces to equation 1 in the simple
case.
The amount of error introduced in the rate

contrast by the various classification errors
can be illustrated by the following not un-
reasonable numerical example. Suppose that
11=0.5, a=,B-y=6=0.1. Then R=0.64 and
the apparent difference in sample rates is less
than two-thirds of the real diflerence in sample
rates. This is not an extreme example. Thus,
modest degrees of classification errors can
lead to rather severe decreases in contrasts
between rates.
An interesting sidelight of this example

follows. In the simple equation 1, if 0=4=0.1,
R=0.8. In the present example,R-0.64= (0.8)2.
It can be demonstrated that, in the complex
case, whenever I1-0.5 and a-,B=y=6, R is
the square of the value found in the simple
case with a=-= the common value specified
for the complex case.

Other examples of this relationship are as
follows (if one assumes 11 0.5). If a ,B3y= a
0.01, R= (1_0.01_0.01)2= 0.96; if a=13=y=
a=0.05, R= (1 0.05-0.05)2 0.81; if a=3=-
=6=0.2, R-(1-0.2-0.2)2= 0.36; and if a=
13=y=6=0.25, R=(1-0.25-0.25)2= 0.25.

These examples not only illustrate this special
relationship between the simple and complex
cases, but they demonstrate again the marked
effect on the rate contrast of moderate per-
centages of classification error.

Since R ranges from -1 to +1, it is again
clear that any significance test based on use of
(P'1-P'2) would have the same features as in
the simple case. That is, a "significant" result
does, indeed, imply a "significant" result; nev-
ertheless, the power of the test is less than that
of the corresponding test using (P1-P2)..
Rather than the development of complex

tables providing "build-up" factors for sample
size to bring -the power up to what would have
been realized had there been no misclassifica-
tion error, another procedure suggests itself.
Use of the tables developed for the simple case
demands specification of 0 and q, and it is very
likely that use of any tables that could be con-
structed for the complex case would demand
specification of the parameters in R. But if one
can specify the values of those parameters, it
would seem to 'be possible to calculate R and,
hence, calculate P1 and P2 or (P1- P2) from
P'1 and P',. Thus, the usual statistical tech-
niques could be used and the putative power
would be realized wiithout having totake larger
samples. This advantage in not having to take
the larger samples derives from a more efficient
use of the information embodied in specified
error values.

It is true that in most instances the values of
the parameters in R would not be known (nor
would the values of 0 and + be known in most
instances of the simple case). However, reason-
ably decent estimates of the parameters or
bounds on them might be available, yielding
reasonable estimates of or bounds on R. For ex-
ample, the classification of subjects in a field
survey using a questionnaire might be compared
with the classification of the same subjects using
very intensive and sophisticated methods for a
subsample of the larger sample. This procedure
would not provide "true" values of the para-
meters but might provide useful estimates or
provide the basis, with suitable multiplication,
for bounds that would be accepted by many
"experts" (that is, a statement that R is almost
certainly not less than a given specified value).

It seems appropriate to point out what has

Vol. 83, No. 11, November 1968 917



not been discussed in this paper and what should
be considered further. Not considered is classi-
fication of a person according to a schema which
has more than two classes (for example, disease
absent, mild, moderate, or severe instead of
merely present or absent). Likewise not consid-
ered is the use of nested classification (that is,
classifying according to more than two vari-
ables). It seems likely on intuitive grounds that
the formula would extend itself in a "reason-
able" way and the "comforting" features would
remain. Finally, not considered is the case in
wvhich the probability of misclassification ac-
cording to factor is not independent of the prob-
ability of misclassification according to disease.
But this eventuality involves a situation that is
Lisually considered as being more than misclassi-
fication, possibly selection bias. It may be that
no "nice" relationship exists in such situations.

Summary
Comparisons of disease rates are frequently

made. The rates observed may be affected by
classification errors. Some persons will be mis-
classified according to disease status or accord-
ing to presence of an attribute, or both.
Under broad assumptions, the difference in

observed sample prevalence rates is never larger
than the difference in true sample prevalence
rates, even if there is classification error in as-
signing persons to groups as well as to disease
categories. Thus, even if the investigator cannot

quantitate the classification error and adjust for
it, or if he is ignorant of it, there may be some
comfort in that the comparison is a conservative
one anid classification error never results in the
apparent difference being larger than the real
difference. There is a problem since unless one
quantitates and adjusts for the classification
errors, the apparent difference in rates may be
substantially less than the true difference, and
the investigator may well not detect a "signifi-
cant" difference that really exists.
A second perhaps comforting feature is that

if the percentage of each type of classification
error is less than 50 percent, the apparent differ-
ence in sample rates and the true difference in
sample rates are in the same direction and,
hence, the correct group will have the larger
apparent rate.
This discussion is concerned only with classi-

fication errors and their effects on differences
in sample rates. Any inference from sample
rates to population rates also involves the effect
of sampling variability. Therefore, the differ-
ence in observed sample rates may, because of
sampling variation, be larger than the difference
in true population rates.
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New Bulletin on Pesticides

The Pesticides Program of the Public Health Service has announced
publication of a new monthly bulletin entitled Health Aspects of
Pesticides Abstract Bulletin. The first bulletin was published in
September 1968.
The purpose of this periodical is to foster current awarelless of

the major worldwide literature pertaining to the effects of pesticides
on human beings. Each issue will carry approximately 200 English
language abstracts scanned from at least 500 domestic and foreign
journals.

Requests for subscriptions should be sent directly to the Superin-
tendent of Documents, U.S. Government Printing Office, Washington,
D.C. 20402 The subscription price is $2.75 a year, domestic; $3.50,
foreign; and 30 cents for single copies.
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